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Abstract:  

This deliverable presents the CYBECO modelling framework for cybersecurity risk 

management. We move beyond standard cybersecurity frameworks which do not take into 

account the intentionality of certain cyber threats and are essentially based on risk 

matrices. We provide models that overcome the ordinal scales used in risk matrices, 

properly consider intentionality of attackers, allow for repeated interactions between 

defenders and attackers, include behavioural elements in relation with risk aversion and, 

very importantly, reflect the decision of adopting cyber insurance. The core model (Task 

3.1) refers to supporting an organization which needs to decide its optimal cybersecurity 

resource allocation, including what security controls and insurance product to acquire, if 

any.  Yet we include two additional models referring to the reinsurance needs of an 

insurance company and to the decision of granting, or not, an insurance product to a 

customer. We provide a generic model (Task 3.2) that facilitates the elicitation of 

stakeholder objectives and attitudes towards risk to facilitate the implementation of the 

framework. We also describe several computational enhancements (Task 3.3) that would 

facilitate its treatment in complex large-scale settings. Finally, we include a description 

of how to implement the models in the CYBECO Toolbox. The core of the document 

describes in an accessible manner the above developments. We then include technical 

appendices referring to: i) the cyber insurance models developed; ii)  the cybersecurity 

resource allocation model, including a template case study; iii) the general cybersecurity 

preference model; iv) the algorithmic approach with general defend-attack interactions; 
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v) the augmented probability simulation approach for large problems; vi) an outline of 

how the above may be implemented as software.  The framework will be revised, 

enhanced and completed based on the experiments, the policy issues identified and the 

case studies proposed during the second year of the project. 
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1 Introduction 

Cybersecurity. A defining feature of our society is its almost pervasive digitalization. Given 

that, all kinds of organizations, from corporations to governments to SMEs, may be critically 

impacted by cyber-attacks (Andress and Winterfeld, 2013). Indeed, the economic impact of 

cyber attacks is outstanding and, consequently, cybersecurity has become an issue of major 

importance, both technically and financially. Furthermore, attacks, espionage, insiders and 

breaches appear to increase in frequency, impact and sophistication (Lloyd’s, 2017). For 

instance, the industry estimates that attacks costed as much as $ 450 billion globally in 2016, 

causing an impact over the global GDP (0.8% in 2014) of a similar magnitude to drug trade 

(0.9%) or international crime (1.2%) (McAfee, 2017).  

Cybersecurity is emerging as one of the major global concerns (WEF, 2017). Although some 

experts criticize an excessive hype about the potential disruptive capability of large-scale 

cyber-attacks, cybersecurity is a truly relevant problem, due to the persistence, frequency 

and variety of threats. Such diversity may be classified according to their motivation, skill 

and constraints (Dantu et al., 2007), and their ability to exploit or create vulnerabilities on 

the targeted systems (DSB, 2013). Important cyber threat sources include the military units 

maintained by global powers; ‘hacktivists’; insiders; and, profit-oriented cyber-criminal 

groups. When it comes to malware, they are usually developed with a goal-oriented behavior 

(Li et al., 2009) and, consequently, a sound approach is to treat them as adversarial actors 

and counter-attack them with behavioural approaches (Li et al., 2009). Furthermore, the 

concept of Advanced Persistent Threat has arisen as patiently orchestrated operations 

seeking to stay hide while they consolidate their path for executing their final objective. 

Relevant cases (Command Five, 2011) include the 2007 Aurora attacks against Google to 

obtain confidential data about their algorithms and Chinese dissidents; the 2012 Shamoon 

attack that disabled 30.000 computers of Saudi Aramco (Brenner, 2013); and the 2013 credit 

card breach of 40 million customers of the US retailer Target (DeNardis, 2015); to name but 

a few. Attacks with physical consequences are also emerging, including the 2010 Stuxnet 

attack against an Iranian nuclear plant that disabled a fifth of its nuclear centrifuges 

(Brenner, 2013) or the attack on a German steelworks in 2014 that stopped their process 

(Lee et al., 2014). Another notorious trend over the last years have been the indiscriminate 

ransomware attacks such as the 2017 Wannacry case (Yaqoob et al., 2017) that affected 

thousands of large and small organizations across the globe for several hours. 

Cyber risk analysis. Risk analysis emerges as a fundamental tool to help manage these 

problems (Cooke and Bedford, 2001). With it, organizations can assess the risks affecting 

their assets and what safeguards should be implemented to reduce the likelihood of such 

threats or their impacts, in case they are produced. Numerous frameworks have been 

developed to screen cybersecurity risks and support risk management resource allocation, 

including CRAMM (CCTA, 2003), ISO 27005 (ISO, 2011), SP 800-30 (NIST, 2012), or CORAS 

(Stolen, 2001). Similarly, diverse compliance and control assessment frameworks, like ISO 

27001 (2013), Common Criteria (2012), or CCM (CSA, 2016) provide guidance on the 
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implementation of cybersecurity best practices. These standards and frameworks cover 

detailed security measures suggested for protecting an organization's assets against the risks 

to which they are exposed. Although these proposals have virtues, particularly their 

extensive catalogues of threats and assets, much remains left to be done regarding risk 

analysis from a methodological point of view. 

As an example, we sketch some ideas about MAGERIT (Min. Hacienda, 2012). This 

methodology provides a very detailed catalogue of assets, threats and impacts that save 

plenty of time to risk managers. One of its more relevant weaknesses is the use of qualitative 

methods and risk matrices for the analysis of risks. For instance, the treatment of the 

occurrence of threats is weak and based on a qualitative approach, as shown in Table 1a, 

where qualitative likelihoods are associated with arbitrary numerical values. As an example, 

the probability level high (labelled as H) is associated with the value 10 and with an incident 

that is considered frequent, which is assimilated to happening monthly. Impacts associated 

with threats are treated in a similarly ambiguous fashion, as shown in Table 1b. Again, 

qualitative values are used. For example, if the value of the asset is medium (M) and the 

degradation caused by the incident is around 10%, then it is considered that the impact is 

medium (M). Risks present a similar issue, as shown in Table 1c. E.g., if the value of the 

impact is high (H) and the probability of the threat is low (L), then it is considered that the 

risk is high (H). Ultimately, MAGERIT sheds ambiguous results by using risk matrices. 

 

VH 100 Very frequent Daily 

H 10 Frequent Daily 

M 1 Normal Monthly 

L 1/10 Infrequent Every few years 

VL 1/100 Very infrequent Every century 

(a) Probabilities 

Impact 
Degradation 

1% 10% 100% 

Value 

VH M H VH 

H L M H 

M VL L M 

L VL VL L 

VL VL VL VL 

(b) Impacts 

Risk 
Probability 

VL L M H VH 

Impact 

VH H VH VH VH VH 

H M H H VH VH 

M L M M H H 

L VL L L M M 

VL VL VL VL L L 

(c) Risk analysis 

Figure 1: Qualitative vision of threats in MAGERIT 
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As indicated in Cox (2008), these methods suffer from numerous shortcomings including a 

poor resolution to compare threats, the introduction of errors while assigning qualitative 

values; or, more importantly for our problem area, the induction of potentially suboptimal 

resource allocations. It is also important to stress the absence of the threat behaviour in the 

elicitation, which is a major component in the occurrence of targeted cyber threats. Indeed, 

the typical approach of security and criminal studies is evaluating three general aspects of 

a criminal: his capability to commit a crime, his motivation to do so, and the opportunities 

he can leverage to execute it. These three aspects should be taken into account in 

cybersecurity too.  However, with counted exceptions like IS1 (NTAIA, 2012), standards do 

not explicitly take into account the intentionality of some of the cyber threats, a key factor 

to forecast what threats would target the system and what their strategic behaviour would 

be. Thus, ICT owners may obtain unsatisfactory results about the proper prioritization of 

risks and the measures that should be implemented.  Another critical issue, unlike other 

risky domains, is that it is difficult to obtain and analyse data, since organizations are 

reluctant to disclose information about intrusion attempts or consequences of attacks 

(Balchanos, 2012), for reputational reasons.  

Cyberinsurance. Regarding this, it is important to highlight how in recent years new cyber 

insurance products have been introduced, of very different nature and not in every country, 

by companies like AXA, Generali, Allianz, or Zurich. However, cyber insurance has yet to 

take off (Marotta et al., 2017; Low, 2017), in spite that organizations are increasingly aware 

of their dependence on new technologies and on how information is a critical asset that must 

be secured so as to not incur in loss of customers, reputational damage and sanctions by 

regulators. Obstacles for researching and developing cyber insurance (Marotta et al., 2017) 

include information asymmetry between agents that undermines trust, lack of data due to 

sensitivity concerns, and the difficulty of specifying rates of occurrence or damages.  

Deliverable objectives. Within this context, in this deliverable we start by sketching three 

decision problems in cybersecurity economics around the concept of cyber insurance. The 

first one outlines a more rigorous framework for risk analysis in cybersecurity. It serves an 

organization to decide its best resource allocation strategy in terms of cybersecurity controls 

and cyber insurance. It also helps an insurance company to design their cyber products based 

on parametric variations. The second model serves an insurance company to decide their 

reinsurance portfolio. Finally, the third one supports also an insurance company in deciding 

whether to grant, or not, a given insurance product to a company. We describe all three 

models in terms of influence diagrams (ID) and bi-agent influence diagrams (BAID), see 

Ortega et al. (2017). 

We emphasize the first model, which introduces an integrated cybersecurity risk analysis 

approach to facilitate decision-making regarding ICT systems security. Our goal is to improve 

current risk analysis frameworks, introducing dynamic schemes that incorporate all relevant 

parameters, including decision-makers' preferences and risk attitudes (Clemen and Reilly, 

2013) and the intentionality of adversaries. Moreover, we introduce decisions concerning 

cyber insurance adoption to complement other risk management decisions. through risk 
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transfer. We also introduce a template case study to facilitate implementation; however, it 

may entail a considerable work to extend it to large organizations. To facilitate and 

standardise its implementation, and with the aim of producing a tool to support such process, 

we propose a general cybersecurity preference model for an organization including the 

provision of generic trees of objectives for IT owners in a cybersecurity context; based on 

it, the provision of a generic multi-attribute utility function to assess the previous 

cybersecurity objectives, as well as the risk attitudes of the IT owners undertaking the risk 

management exercise; and the provision of forecasting models for such objectives. 

In order to facilitate computations, we also introduce two computational enhancements.  

The first one refers to computing the Adversarial Risk Analysis (ARA) solutions with general 

interaction between a cyber-defender and a cyber-attacker. Our first model introduced the 

cyber security sequential defend-attack and sequential defend-attack-defend cases, but 

these could be more general. In his landmark paper, Shachter (1986) proposed extending the 

computation of optimal decision policies in influence diagrams to the multi-agent case as a 

fundamental problem. We thus consider general adversarial problems between two agents, 

allowing for complex interactions consisting of intermingled sequential and simultaneous 

movements, spanning across the corresponding planning period. Our aim is to support the 

defender in her decision making, for which we need to forecast the attacker's intentions. 

We assume that the attacker is an expected utility maximizer and we can predict his actions 

by finding his maximum expected utility policy. The uncertainty in our assessments about 

the attacker's probabilities and utilities propagates to his random optimal decision which 

provides the required attack forecast. We provide an ARA framework to solve general bi-

agent adversarial problems using BAIDs ability to model complex interactions, taking 

advantage of the concept of strategic relevance (Koller and Milch, 2003), yet relaxing the 

common knowledge assumptions through the ARA methodology. 

The second computational enhancement is in the realm of algorithmic game theory, see 

Nisan et al (2007), in that we aim at providing algorithms to approximate solutions to game 

theoretic problems, both in the standard and ARA approaches. We explore how augmented 

probability simulation (APS) may be used to compute game theoretic solutions. APS is a 

powerful simulation based methodology used to approximate optimal solutions in decision 

analytic problems, see Bielza et al (1999). We start by defining an augmented distribution 

proportional to the product of the utility and the original distribution and, then, come out 

with a method to simulate from the augmented distribution. The mode of the marginal in 

the decision of the augmented distribution coincides with the optimal decision. Note that 

Monte Carlo (MC) simulation at large, and APS in particular, is not frequently mentioned in 

the computational game theory literature, see Nisan et al (2007). Moreover, most of the 

emphasis in the ARA literature has been on foundational issues with little emphasis on 

computational challenges in complex problems. Therefore, we provide a complete outline 

of the role of APS for game theoretic computations.  

Deliverable structure. The rest of D3.1 is structured as follows. Section 2 sketches three 

relevant models referring, respectively, to the reinsurance needs of an insurance company 
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introducing cyber insurance products; the decision of an insurance company to grant or not 

a cyber insurance product to a potential client; the decision of a company about its security 

resource allocation, including an eventual cyber insurance product. This last one is the main 

and core model on which we have focused both methodologically and applied wise, including 

a simplified case that may be used as a template for more complex cases, to which we 

devote Section 3.  To facilitate its application, we revise a generic cybersecurity preference 

model in Section 4, our computational enhancements in Section 5 and, finally, a sketch of 

how the framework can be implemented. We end up with a discussion and an outline on how 

the work will be continued and expanded in the second deliverable. The core of this 

document aims at describing in an accessible manner our developments, with more technical 

details in six appendices. 
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2 Cybersecurity Risk Analysis Framework 

Risk management is a fundamental part of cybersecurity at any organisation. And a 

fundamental part of risk management is risk analysis1 – the process of identifying, 

understanding and evaluating risks. The aim of risk analysis is to know what can happen, 

what are the possible consequences, how likely are they and whether these risks are 

adequately controlled or further action is required. From standards like ISO 31000, we can 

summarise the steps of risk analysis as follows: 

1. Define the scope in terms of which systems to include in the risk analysis. 

2. Identify the assets at risk, including the potential impacts and the values at risk. 

E.g., a customer database or an online store. 

3. Identify the threat agents, i.e., elements, people and organisations that pose a 

threat to the system or the assets, including their motivation, capabilities and 

opportunities to cause harm. It is also important to identify the threat actions, i.e., 

malicious actions these threats can do and the system vulnerabilities that convert a 

threat into a risk to the system. E.g., an insider able to leak documents or a cyber 

criminal able to disrupt the ICT systems. 

4. Combine the previous elements into a set of specific risks, in terms of a particular 

threat that could cause a particular impact. E.g., the risk of an insider leaking 

contracts or the risk of a criminal able to disrupt an online store. 

5. Determine the likelihood and the impact of each risk so as to rate them. As 

mentioned, qualitative methods rate risk through a risk matrices. E.g., a risk with a 

low likelihood and high impact is rated as a high risk. Quantitative methods estimate 

a specific figure, range or distribution for the likelihood and the impact and, derived 

from these, for the risk. For a very basic example, a risk with a probability of 1% and 

an expected impact – if materialised – of € 100,000 produces an estimated risk of € 

1,000. 

6. Identify risk treatment options. This includes security controls that prevent, 

mitigate, detect or compensate such threats or their impacts in case they are 

produced. Another risk treatment option, key in CYBECO, is cyber insurance. 

7. Determine the likelihood and impact of the risks, now considering the risk treatment 

options considered relevant. 

8. Evaluate the risks and treatment options in terms of the stakeholder preferences 

and risk attitudes. 

                                                

 

1 Other authors and standards use the term risk assessment. 
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In the rest of the section, we describe three models. The procedure for building our models 

involve the identification and assessment of the previous elements, although some steps are 

done in a different order (e.g., we identify risk treatment options before calculating the 

likelihood and the impact of the risks). The first model represents the risk analysis model 

for an organisation. The other ones are modelled from the insurance company perspective: 

one for the reinsurance needs in the context of cyber insurance and, the other, for the 

decision of granting a cyber insurance product to a customer. 

2.1 Cybersecurity risk analysis framework for an organisation 

In this subsection, we present our cybersecurity risk analysis framework for an 

organisation. The framework pivots over a cybersecurity resource allocation model that 

represents the risk analysis problem mathematically. 

The framework consists of the following steps: 

1. Definition of the risk analysis scope. 

2. Identification of risk components. 

3. Problem structuring using our cybersecurity resource allocation model. 

4. Problem solving. 

In the rest of the subsection, we introduce the framework and the model. We provide further 

technical details in Section 2 of the paper ‘An Adversarial Risk Analysis Framework for 

Cybersecurity’ (Annex 1) and Section 2 of the paper ‘Some Decision Problems in Cyber 

Insurance Economics’ (Annex 2). We also provide examples based on the case study, further 

detailed in Section 3 of the paper ‘An Adversarial Risk Analysis Framework for Cybersecurity’ 

(Annex 1). 

2.1.1 Definition of the risk analysis scope 

As in other risk analysis frameworks, the first step of our framework is to define the scope 

of the risk analysis in terms of which systems to include in the risk analysis. It is also 

important to define the temporal scope of the undertaken process. 

 

Example 1 – Risk analysis scope 

An SME dedicated to document management and its online document management service, 

through which the SME provides its customer services. The temporal scope of the risk 

analysis is one year. 

2.1.2 Identification of risk components 

The next step is to identify the components of the risk analysis problem, given the scope 

previously defined. All of these elements could be identified with the support of catalogues 
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like those of the methodologies mentioned in the introduction. We note, though, several 

differences of our approach as compared with the typical steps of risk analysis, described at 

the beginning of Section 2: we focus on identifying all components of the risk problem before 

analysing the interactions between them; we identify and model other relevant uncertainties 

affecting the threats or the assets, e.g. the fire duration uncertainty related with a fire 

threat; and we emphasise separating targeted threats from non-targeted ones, as we model 

them differently, since we consider strategic factors when analysing targeted threats. 

Specifically, identification involves the following actions: 

1. Identify the organisation’s assets at risk. 

2. Identify non-targeted threats, .i.e., those threats over the identified assets deemed 

relevant and having non-targeted character. 

3. Identify targeted threats, i.e., those threats over the identified assets deemed 

relevant and having targeted character. 

4. Identify other uncertainties affecting risk that are only relevant to the 

organisation. I.e., affecting the materialisation of non-targeted threats or  

5. Identify other uncertainties affecting risk that might be relevant to the targeted 

threats. 

6. Identify security controls to counter the threats and protect the assets. 

7. Identify cyber insurance products to consider the possibility of transferring the risk. 

8. Identify impacts over the organisation’s interests considering the identified 

threats, assets and risk treatment options. 

9. Identify impacts over the interests of the targeted threats as they might affect 

their actions against the organisation. 

10. Identify the preferences and risk attitudes of the organisation. 

11. Identify the preferences and risk attitudes of the targeted threats as they might 

affect their actions against the organisation. 

Example 2 – Identification of the risk components 

For a case like the scoped in example 1, we have that the risk components are the 

following: 

Assets: Facilities, computer equipment and market share. 

Non-targeted threats: Fire and computer virus. 
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Targeted threats: A DDoS2 attack from a competitor. 

Uncertainties of the organisation: Duration of the DDoS, Duration of fire. 

Attacker uncertainties: Detection of attacker. 

Security controls: Anti-fire system, firewall, risk mitigation procedures and a cloud-based 

DDoS protection system. 

Insurance: Traditional insurance, cyber insurance and a comprehensive insurance including 

the previous two. 

Impacts for the organisation: Impact over facilities, impact over computers and impact 

over market share. We also consider the costs of security controls and insurance, as well 

as the insurance coverage, should an incident happen. 

Preferences: preferences of the organisation and preferences of the competitor. 

2.1.3 Problem structuring 

To facilitate understanding and communication of the problem, as well its assessment and 

evaluation, we structure the problem through influence diagrams (ID). In IDs, square nodes 

refer to decisions; oval nodes to uncertainties, modelled as random variables; double-oval 

nodes to deterministic variables; and hexagonal nodes to evaluations, modelled as utilities. 

An arrow directed to a decision node indicates that this decision is informed about the 

outcome of the parent node. An arrow directed to an uncertainty node indicates that this 

uncertainty is conditioned by the parent node outcome. An arrow to a utility node indicates 

that the outcome of the parent node is evaluated by the agent. Additionally, we can build 

IDs for multiple agents. We refer to them as multi-agent influence diagrams (MAID) or BAID 

in case of bi-agent diagrams. We use different colours when we refer to nodes owned by 

different agents and mixed colours when referring to nodes shared by several of the involved 

agents. 

Figure 2 represents the basic model for cybersecurity resource allocation. There are two 

agents involved: the Defender (D, the organisation), who needs to decide its security 

resource allocation strategy, and the Attacker (A, a targeted threat), who aims at attacking 

the organisation to obtain some benefit.  

 

                                                

 

2   A distributed denial of service (DDoS) is a network attack consisting of a high number of infected computers 
flooding with network traffic a victim computer or network device, making it inaccessible. 
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Figure 2: Cybersecurity resource allocation model. White nodes refer to the defender, grey nodes to 

the attacker and striped nodes are shared by both agents. Square nodes represent decisions, rounded 

nodes are uncertainties and hexagons represent the evaluation of the attacker (uD) and the defender 

(uA). 

 

The organisation is characterised by certain security features f that might affect risk such 

as its security posture or its vulnerabilities. The organisation also has a performance measure 

c, associated to the normal operations of the system under study during the relevant planning 

period. This performance measure could be affected by the organisation security features. 

The system is exposed to a set of threats. Some of the threats are non-targeted(e.g., fire, 

energy blackout) or considered non-targeted(e.g., most computer viruses). We model this 

non-targeted threats as random variables as in t1. Other threats are targeted (e.g., a DDoS 

attack or a bomb) and we model them as an agent decision as in a. The presence of these 

threats is affected by the security features f of the organisation, but also by the security 

control portfolio k implemented by the organisation (e.g., fire detectors, firewalls). 

If the presence of these threats materialise to an actual incident, then the organisation 

could suffer a series of impacts over certain assets, represented in the model as c1 and c2. 

These impacts are also affected by the security controls implemented (they could mitigate 

the impacts) and the security features. Additionally, the adoption of cyber insurance, 

represented as i, could reduce the final economic impact of the incident through coverage. 

Note that we could include the cyber insurance within the portfolio of security controls. 

However, it is recommendable to separate them, since premiums will typically depend on 

the security control deployed. 
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We integrate the results under normal circumstances and the risk impacts with an evaluation 

function v, usually estimated in monetary terms. The utility uD caters for the organisation 

preferences and risk attitudes towards the evaluation of the risk scenario and the costs of 

the security controls and cyber insurance. 

However, the targeted threat is also deciding whether to attack or not, represented as a in 

our model. Threats (their potential actors) are capable of observing, to a certain degree, 

what defences and features are in place before their decision. Depending on the impacts 

caused to the organisation and other uncertainties particular to the attacker, represented 

as e, the attacker obtains the final result of his attack b. The utility uA caters for the attacker 

preferences and risk attitudes, which depends also on the cost of his actions. 

To facilitate problem understanding and strategic thinking towards problem solution, as we 

illustrate in the next subsection, the bi-agent problem represented in Figure 2 can be split 

in single-agent problems. Figure 3(a) represents the defender problem, in which the non-

targeted threat a is now considered a random variable. Figure 3(b) represents the attacker 

problem, in which the organisation decisions k and i are now considered a random variable. 

 

 

(a) Defender problem 

 

 

(b) Attacker problem 

Figure 3: Defender and attacker problem 

 

Example 3 – problem structuring 

For the risk components identified in Example 2, we have the problem structure 

represented in Figure 4. 
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Figure 4: Problem structuring example 

 

The defender (SME) faces three threats. The first one is a fire, a non-cyber and non-

targeted threat. The second one is a computer virus, a cyber and non-targeted threat. 

The non-targeted threats are modelled as random variables through uncertainty nodes. 

The third threat is a competitor DDoS attack, cyber and intentional, aimed at benefiting 

from disrupting the market share of the SME. This targeted threat is modelled through an 

attacker decision node. Some of these threats are affected by the security controls 

implemented by the SME (decision node). These might reduce the number of virus 

infections and might be observed by the competitor before making the attack decision. 

There are some uncertainties related to the threats that should be taken into account. 

When it comes to the fire, the fire duration, which is affected by the security controls (an 

anti-fire system detects a fire and, thus, reduces its duration). When it comes to the 

competitor attack, the duration of the DDoS, which is also affected by the security 

controls (the cloud-based DDoS protection). The attacker also has particular uncertainties. 

Namely, whether he is detected or not. 

Most of these decisions and uncertainties involve costs modelled in their corresponding 

nodes. Insurance costs and security controls costs are deterministic variables as we now 

their price. The potential impacts of the threats, however, are uncertain and consequently 

modelled as random variables. We refer to the following: 

 Impacts over facilities, should a fire happen. 
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 Insurable impacts over computers (caused by equipment destruction and repair), 

should a fire or a computer virus infection happen. 

 Non-insurable impacts over computers (caused by productivity loss), should a 

computer virus infection happen. 

 Impact over market share (caused by online store unavailability), should a 

successful DDoS in the online store happen. 

 Additionally, the attacker also faces costs when detected. 

The defender integrates all the impacts and costs affecting them into the total costs node, 

which also includes the insurance coverage (which depends on the insurance product 

acquired and the impacts that are insurable). The defender utility node evaluates the 

total costs against the SME preferences and risk attitudes. 

On the attacker side, he integrates in the result of the attack node his earnings (derived 

from the market share gained from the SME loss of market share) with his costs 

(implementation of the attack and costs when detected). The attacker utility node 

evaluates the result of the attack against the competitor preferences and risk attitudes. 

From the problem structure of Example 2, we have the defender problem represented in 

Figure 5 and the attacker problem represented in Figure 6. 

 

 

Figure 5: Defender problem example 
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Figure 6: Attacker problem example 

2.1.4 Problem solving 

The organisation aims at finding the portfolio of security controls and insurance that 

maximises their expected utility, i.e., the best portfolio. On the other side, the attacker 

also aims at finding the action that maximises his expected utility. 

 

Solution to the defender problem 

To solve the defender problem represented in Figure 3(a), we need to assess: 

 The probabilities of the threats happening, given the portfolio of security controls 

implemented as well as the organisation’s features, which are 𝑝(𝑡1|𝑘, 𝑓) and 𝑝(𝑎|𝑘, 𝑓). 

 The impacts of the threats, should they happen, given the portfolio of security 

controls implemented and the insurance product adopted, which are 𝑝(𝑐1|𝑡1, 𝑎, 𝑖, 𝑘, 𝑓) 

and 𝑝(𝑐2|𝑡1, 𝑎, 𝑖, 𝑘, 𝑓). 

 The performance of the system, which is 𝑝(𝑐|𝑓). 

 The evaluation function that integrates the normal conditions and the potential 

impacts of the risk, which is 𝑣(𝑐, 𝑐1, 𝑐2). 

 The final evaluation of the utility, which includes 𝑣( ) but also the costs of the 

security controls and insurance. The utility for the organisation is 

𝑢𝐷(𝑣(𝑐, 𝑐1, 𝑐2), 𝑐𝑖 , 𝑐𝑘). 
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Once we have assessed these quantities, we would need to find the portfolio of security 

controls and insurance that maximises expected utility. Specifically, when portfolio k is 

implemented together with insurance i, the expected utility is 

𝜓(𝑘, 𝑖) = ∫ … ∫ 𝑢𝐷(𝑣(𝑐, 𝑐1, 𝑐2), 𝑐𝑖, 𝑐𝑘) 𝑝(𝑡1|𝑘, 𝑓)𝑝(𝑎|𝑘, 𝑓)𝑝(𝑐1|𝑡1, 𝑎, 𝑖, 𝑘, 𝑓) ×

× 𝑝(𝑐2|𝑡1, 𝑎, 𝑖, 𝑘, 𝑓)𝑝(𝑐|𝑓)  𝑑𝑡1 𝑑𝑎 𝑑𝑐1 𝑑𝑐2 𝑑𝑐. 

We seek, then, the maximum expected utility portfolio-insurance pair under the relevant 

restrictions, that is, 

max
𝑘∈𝐾,𝑖∈𝐼

𝜓(𝑘, 𝑖), 

where K represents the constraints over the security control portfolio and I the insurance 

catalogue. The pair (k,i) could be further restricted jointly, e.g., by a common budget 

constraint or certain legal or technical requirements. 

In principle, all of the above elements may be modelled through statistical methods and 

expert judgement. However, the beliefs concerning the attacker decision, 𝑝(𝑎|𝑘, 𝑓), entails 

an strategic element: as we explained earlier, the attacker intentionality is not taken into 

account in most existing methodologies. Specifically, it describes the probability that the 

organisation gives to receiving the attack a from the attacker, had the portfolio k been 

adopted when the features are f. We assess this aspect through ARA, considering the 

attacker problem represented in Figure 3(b) to build a statistical distribution of the optimal 

random attack for 𝑝(𝑎|𝑘, 𝑓). Solving the attacker problem this way allows us to obtain a 

probability for the attack, taking into account the strategic motivations of the attacker. 

 

Solution to the attacker problem 

We have that, for a given portfolio k and features f, the optimal random attack is 

A∗(𝑘, 𝑓) = arg max
𝑎∈𝐴

Ψ𝐴(𝑎|𝑘, 𝑓) ∫ … ∫ 𝑈𝐴(𝑎, 𝑏) 𝑃𝐴(𝑡1|𝑘, 𝑓)𝑃𝐴(𝑐1|𝑡1, 𝑎, 𝑖, 𝑘, 𝑓) ×

× 𝑃𝐴(𝑐2|𝑡1, 𝑎, 𝑖, 𝑘, 𝑓)𝑃𝐴(𝑏|𝑐1, 𝑐2, 𝑒)𝑃𝐴(𝑒)  𝑑𝑡1 𝑑𝑐1 𝑑𝑐2 𝑑𝑏 𝑑𝑒. 

where UA and PA are, respectively, the random utility function and random probability 

distributions that model the organisation beliefs about the actual utility function uA and 

probability distributions pA of the attacker. 

Based on that, we have that the distribution over the attacks we were looking for is 

𝑝(𝑎|𝑘, 𝑓) = 𝑃(𝐴∗(𝑘, 𝑓) = 𝑎) 

 

Example 4 – Solutions of the defender and attacker problems 

As we mentioned, we need to find the solution to the attacker problem before solving the 

defender problem. From the attacker representation depicted in Figure 6, we have that 

the random optimal attack A when the security portfolio s is implemented is 



  

Reference : CYBECO-WP3-D3.1-v2.0-CSIC 
Version : 2.0 
Date 

 

: 2018.04.23 

P 
Page :   22 

D3.1: Modelling framework for cyber risk management 
 

   

 

𝐴∗(𝑠) = arg max
𝑎

∫ … ∫ 𝑈𝐴(𝑐𝑎) 𝑝𝑎(𝑐𝑡|𝑡) 𝑃𝐴(𝑡|𝑎) 𝑃𝐴(𝑚|𝑙) 𝑃𝐴(𝑙|𝑎, 𝑠)  𝑑𝑙 𝑑𝑚 𝑑𝑡 𝑑𝑐𝑡 

Based on that, we have that the distribution over the attacks we are looking is 

𝑝(𝑎|𝑠) = 𝑃(𝐴∗(𝑠) = 𝑎). 

From the defender problem representation depicted in Figure 5, we have that the 

expected utility when the security portfolio s is implemented together with insurance i is 

𝜓(𝑠, 𝑖) = ∫ … ∫ 𝑢(𝑐𝑑) 𝑝(𝑚|𝑙) 𝑝(𝑞𝑛|𝑣) 𝑝(𝑞𝑖|𝑜, 𝑣) 𝑝(𝑏|𝑜) 𝑝(𝑙|𝑎, 𝑠)  𝑝(𝑎|𝑠) 𝑝(𝑣|𝑠) ×

×  𝑝(𝑜|𝑓, 𝑠) 𝑝(𝑓) 𝑑𝑓 𝑑𝑜 𝑑𝑣 𝑑𝑎 𝑑𝑙 𝑑𝑏 𝑑𝑞𝑖 𝑑𝑞𝑛 𝑑𝑚. 

The optimal decision is the security control portfolio and insurance pair 

(𝑠∗, 𝑖∗) = arg max
𝑠,𝑖

𝜓(𝑠, 𝑖). 

 

Problem solving procedure 

Having discussed how to solve analytically the problem for the organisation (defender 

problem) and non-targeted threats (attacker problem), we now highlight the practical 

procedure to solve the problem: 

1. Assess the organisation’s non-strategic beliefs and preferences. This step involves 

modelling quantitatively all the nodes of Figure 3(a) except a, through statistical 

models and with the support of data and expert judgement. 

2. Assess the random beliefs and preferences of the targeted threats. We model and 

simulate the attacker problem of Figure 3(b) to forecast his actions and obtain the 

probability distribution that we will use to model a in the defender problem. 

3. Optimise the organisation’s problem now that all the strategic and non-strategic 

beliefs and preferences have been modelled. This involves the construction of 

algorithms (see Section 4) and its software implementation (Section 5). 

Example 5 – Assessing a non-strategic belief of the organisation 

A non-strategic belief of the organisation is the duration of the DDoS, represented through 

the uncertainty node Duration DDoS in Figure 4 and Figure 5. The basic description of this 

node is 𝑝(𝑙|𝑎, 𝑠), meaning that the DDoS duration l is affected by the competitor decision 

to attack a and the security control s implemented by the organisation. We briefly describe 

how we model the duration l in hours of a DDoS campaign. Its length will depend on the 

intensity of such campaign (consisting of a DDoS attempts), how well-crafted is the attack 

and the security controls implemented by the SME. In our case, we consider an emerging 

alternative which are cloud-based systems absorbing traffic from customer sites when they 

become victims of a DDoS. Otherwise, if no control is deployed, it would be virtually 

impossible to block such attack. Based on experts and literature, we have that the average 

attack lasts 4 hours, averaging 1 gbps, with peaks of 10 gbps. We model lj, the length of 
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the j-th individual DDoS attack with a distribution Γ(4, 1), so that its average duration is 4 

hours. This duration is conditional on whether the attack actually saturates the target, 

which depends on the capability of the DDoS platform minus the absorption of the cloud-

based system. We assume that the attacker uses a platform capable of 5 gbps attacks, 

modelled through a distribution Γ(5, 1). We then subtract the sgbps absorbed by the 

protection system to determine whether the DDoS is successful, which happens when its 

traffic overflows the protection. Since the campaign might take a attacks, the output of 

this node is 

𝑙 = ∑ 𝑙𝑗

𝑎

𝑗

, 

with 𝑙𝑗 ∼ Γ(4,1) if Γ(5, 1) − 𝑠𝑔𝑏𝑝𝑠 > 0, and 𝑙𝑗 = 0 otherwise. 

 

Solution (and other relevant results) 

Implementing the previous procedure, we are able to calculate the best security control 

and insurance portfolio, and order all the portfolios from most to least preferred. 

Additionally, the model provides other relevant information from the risk analysis 

perspective: 

 Overall probability of different events. 

 Expected impacts given the different probabilities. 

Further analysis are possible, we can use this model to perform other relevant assessments: 

 Sensitivity analysis to evaluate the robustness of the solution against variations in the 

probabilities and parameters of the model. 

 Introduction on constraints as budget limits or compliance with insurance policies or 

risk management policies. 

 Calculation of the return on security investment to assess the cost effectiveness of a 

cybersecurity budget. 

 Very importantly, parametrically design cyber insurance products. 

 

Example 6 – Solution (and other relevant results) 

Solving the defender problem, we find the best portfolio which in our case consists of: 

 1 tbps cloud-based DDoS protection system. 

 Firewall. 

 Anti-fire system. 



  

Reference : CYBECO-WP3-D3.1-v2.0-CSIC 
Version : 2.0 
Date 

 

: 2018.04.23 

P 
Page :   24 

D3.1: Modelling framework for cyber risk management 
 

   

 

 Comprehensive insurance. 

Additionally, with the expected utility function we can rank the different combinations of 

security controls and insurance from the best to the worst, as in the below table. 

Anti-fire 
decision 

Firewall 
decision 

Procedure 
decision 

DDoS prot. 
decision 

Insurance 
decision 

Expected 
utility 

Anti-fire Firewall No procedure 1 tbps Comprehensive 0.9954 

Anti-fire Firewall No procedure 1 tbps Traditional 0.9950 

No anti-fire Firewall No procedure 1 tbps Comprehensive 0.9949 

… … … … … … 

No anti-fire No firewall No procedure No protection No insurance 0.8246 

No anti-fire Firewall No procedure No protection Cyber 0.8246 

Anti-fire No firewall No procedure No protection No insurance 0.8242 

 

With this model, we also have the probabilities of different events. For instance, from the 

probability distribution 𝑝(𝑎|𝑠), we have that if the defender implements a 2 gbps cloud-

based DDoS protection then the probability of DDoS attempts is as follows: 

Number of attempts 0-17 18 19 20 21 22 23 

Probability 0.00% 0.20% 0.10% 0.20% 1.30% 1.30% 2.00% 
 

Number of attempts 24 25 26 27 28 29 30 

Probability 3.40% 6.90% 9.10% 11.20% 14.40% 22.30% 27.60% 

 

Another relevant information to model are expected values. For instance, the total costs. 

Anti-fire 
decision 

Firewall 
decision 

Procedure 
decision 

DDoS prot. 
decision 

Insurance 
decision 

Expected 
total costs 

Anti-fire Firewall No procedure 1 tbps Comprehensive € 20,173.93 

Anti-fire Firewall No procedure 1 tbps Traditional € 22,040.04 

No anti-fire Firewall No procedure 1 tbps Comprehensive € 23,023.71 

… … … … … … 

No anti-fire No firewall No procedure No protection No insurance € 807,060.17 

No anti-fire Firewall No procedure No protection Cyber € 811,410.23 

Anti-fire No firewall No procedure No protection No insurance € 813,197.19 
 

2.2 Cybersecurity risk analysis from the insurance company 

perspective 

In this subsection, we briefly sketch two further risk analysis models from the insurance 

company perspective. The first one serves an insurance company to decide their reinsurance 

portfolio. The second one supports an insurance company in deciding whether to grant a 

given insurance product to a company. We provide further technical details in Section 3 and 

4 of the paper ‘Some Decision Problems in Cyber Insurance Economics’ (Annex 2). As with 

the model in Section 2.1, we describe them in terms of IDs and BAIDs, as required. 
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2.2.1 Cyber reinsurance 

Suppose that an insurance company has segmented the market in several sectors. For 

instance, standard SMEs, ICT based SMEs and large enterprises. In standard SMEs, ICT is just 

a support function and they rarely employ dedicated staff; in ICT SMEs, this technology is 

critical and core so they typically employ dedicated staff, possibly even focusing on 

cybersecurity; large enterprises maintain an important ICT infrastructure and usually have 

in-house ICT, security and information departments. Each of them would have their own 

specific threats, which we, respectively, summarise through t1, t2 and tL. Moreover, there 

will typically be common threats which we summarise through d. This allows us to induce 

the potential accumulation effects that may hold in this application area. The effects of 

these threats in the insurance claims of each segment is established through s1, s2 and sL. 

For assessing them, we would consider the size of each segment and aspects such as ICT 

systems, cybersecurity and financial resources, features, assets and threats at each 

segment, much as we did in the first model. Node 𝑠 aggregates the effects s1, s2 and sL over 

various segments, but is also compensated by the reinsurance decision r. This decision may 

consist on whether to reinsure and, if so, what portfolio of reinsurance products to acquire 

from reinsurance companies. This decision could be restricted by, say, financial, legal or 

compliance requirements. 

Then, after building the probability and utility functions of the model, we would aim at 

maximising 

max
𝑟

∫ … ∫ 𝑢(𝑠(𝑠1, 𝑠2, 𝑠𝐿, 𝑟)) 𝑝(𝑑) × … × 𝑝(𝑠𝐿, 𝑑, 𝑡𝐿)  𝑑𝑠𝐿 𝑑𝑠2 𝑑𝑠1 𝑑𝑡𝐿 𝑑𝑡2 𝑑𝑡1 𝑑𝑡, 

to find the optimal reinsurance decision of the insurance company. 

 

Figure 7: Cyber reinsurance 
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2.2.2 Granting insurance products 

As represented in Figure 8, the insurance company needs to decide whether to grant or not 

an insurance product i to a customer which, in turn, faces threats, summarised in t. These 

threats determine the likelihoods and sizes of claims, as discussed in previous sections. 

However, the claim likelihood c is also affected by costumer decisions regarding 

cybersecurity compliance and care in terms of insurance liability j. This involves behaviours 

that could reduce cybersecurity effectiveness (e.g., adherence to security policy, security 

control maintenance, misuse) or, even worse, committing fraud. Should a claim happen, the 

insurer or a supporting cybersecurity auditor would typically perform a forensic investigation 

d on the claim, aimed at detecting fraud. The claim finally awarded to the insuree by the 

insurance company would depend on the initial claim and the result of the detection report 

rd. Both the insurance company and the insuree would aim at maximising their respective 

utilities (uI and uJ). 

This is again an ARA problem, structurally resembling that in Section 2.1. Then, the process 

would go through two stages: the adversarial problem first (costumer), and the insurance 

company one, second. The decision faced by the insurance company is a standard decision 

analysis problem with the extra ingredient of having to forecast the  customer decisions. 

 

Figure 8: Insurance granting decision 
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3 Modelling preferences and uncertainty 

Relevant aspects in our risk analysis approach is (a) forecasting the potential consequences 

of the different risk identified in the risk analysis and (b) building the evaluation of them 

regarding stakeholder preferences and risk attitudes. Specifically, the approach is as follows: 

First, assess the potential consequences of cybersecurity risks regarding a set of 

cybersecurity objectives; second, integrate these objectives in a multi-attribute utility 

function representative of the stakeholders’ preferences and risk attitudes. Our approach is 

inspired by earlier work in counter-terrorism, homeland security and aviation safety 

management detailed in Keeney (2007), Keeney and von Winterfeldt (2011) and Rios et al 

(2017). Annex 3 provides technical details of the contents discussed in this section. 

To facilitate the identification and assessment of objectives and preferences, we propose 

the following templates: 

 A generic tree of potential cybersecurity objectives for ICT owners. We provide the 

attribute corresponding to each objective. 

 A generic multi-attribute utility function to assess the previous cybersecurity 

objectives regarding ICT owners’ preferences and risk attitudes. 

 A forecasting model for such objectives. 

3.1 Tree of Cybersecurity objectives 

We propose a general cybersecurity preference model for the organisation undertaking a 

cybersecurity risk analysis. Specifically, this includes: 

 The provision of a generic tree of objectives (the performance measures that we 

want to optimise) for ICT owners in a cybersecurity context. Ideally this could be 

shown to cybersecurity stakeholders who would pick from it the relevant objectives 

for their problem at hand. For each objective, we identify the corresponding 

attribute in which we assess it. 

 Based on it, the provision of a generic multi-attribute utility function to assess the 

previous cybersecurity objectives as well as the risk attitudes of the organisation. 

There are several requirements that the objectives in a decision-making problem should 

meet (Keeney and Gregory, 2005): 

 Comprehensive: Objectives cover the whole range of relevant consequences. 

 Measurable either objectively or subjectively. 

 Relevant. 

 Unambiguous, in the sense of having a clear relationship between consequences and 

their description using the objective. 
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 Understandable and clearly communicable. 

We distinguish between natural attributes that provide a direct measure of the objective 

involved (e.g., repair costs in €), proxy attributes that have a relationship to the objective 

(e.g., website downtime – in an online store – regarding the income generation objective) 

and used when no natural attributes are suitable, and constructed scales. 

Some cybersecurity frameworks provide catalogues of concepts analogue to our 

cybersecurity objectives, mostly those addressing business impact analysis in cybersecurity 

or business impact analysis in general including ETSI GS ISI 002 v1.2.1 (2015), ISO 22317 

(2015b), OWASP business impacts (2017), OECD types of cyber losses (2017) the ENISA 

Information Package for SMEs (2007), the ENISA report on ICT business continuity 

management for SMEs (2010), and CYBECO deliverable on the definition of cyber insurance 

scenarios (CYBECO D4.2, 2018). In general, they depict a few general categories of impacts 

(legal and regulatory, productivity, financial, reputation and loss of customers) with some 

examples or subcategories. However they do not meet the requirements for objectives we 

mentioned earlier. Most of them provide a list of recurrent business impacts rather than a 

comprehensive list that encompasses less typical impacts (e.g., physical impacts). Similarly, 

they provide types of objectives that somehow overlap: most of the impacts affect monetary 

objectives and, thus, some categorisation among them is recommended. For instance, some 

costs affect specific assets (e.g., asset degradation or activity interruption) whereas others 

are more general (e.g., competitive advantage, reputation). 

Besides the existing lists of cybersecurity impacts, the main conceptual influences on our 

final list come from asset management and law. First, asset management – e.g., ISO 55000 

(ISO, 2014) for assets in general or ISO 19770 for ICT assets (2015a) – it helps to conceptualise 

the different status that an asset could attain is important, so that engineers could 

characterise how an asset affects a system or the organisation in terms, for instance, of 

reliability or predictability. Another conceptual influence comes from law, in particular, the 

distinction between damages on property (a.k.a. economic or pecuniary damages) and 

damage on persons (a.k.a. general or non-pecuniary damages). This facilitates the 

distinction between objectives that can be measured in monetary terms (directly or through 

estimation) and others that are of non-monetary nature and, thus, need special 

considerations when it comes to their evaluation (e.g., through the value of statistical life). 

It also helps on the distinction between the owners of the objectives (i.e., health and 

environmental damages are suffered always by third parties besides the monetary, legal or 

reputational consequences that these damages could cause to the organisation). 

Based on such catalogues and the described approach, we have developed a generic tree of 

cybersecurity objectives for a generic organisation, which we summarise in Figure 9. The 

general categories are the following: 

 Minimize operational costs. We refer here to the assets and activities that constitute 

the inventory and operations of an organisation. All of them measurable in monetary 

terms, i.e. the corresponding attribute would be euros. 
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 Minimize income reduction: We refer here to impacts that reduce the income 

obtained by the organisation. All of them are measurable in monetary terms. All of 

them measurable in monetary terms.  

 Minimize strategic costs: These refer to impacts over intangible assets that apply to 

the organisation as a whole and in a long term manner. All of them measurable in 

monetary terms. 

 Minimize financial costs: Minimize costs caused by the depreciation, abuse, 

unavailability or elimination of the financial assets of the organisation. All of them 

measurable in monetary terms. 

 Minimize compliance costs. All of them measurable in monetary terms. 

 Minimize cybersecurity management costs. All of them measurable in monetary 

terms. 

 Minimize institutional reputation impact: We refer here to impacts over reputation 

that affect the trustworthiness of the organisation as an institution, rather than those 

more directly measurable in monetary terms that impact brand value or minimise 

income/service. These are not measurable in monetary terms and other types of 

attributes need to be developed. 

 Minimize impact to third parties: An incident in the organisation might affect third-

parties and, thus, the organisation objectives also involve minimising third-party 

objectives. Therefore, the objectives enumerated above are also applicable to such 

third parties. Additionally, we need to include additional objectives for non-

organisational parties, people and nature. Some of them entail impacts which have 

been very rare, so far, in cybersecurity, including harm to people or environment. 

Cyber attacks with physical impact are rare, but the emergence of industrial systems 

and IoT brings these risks to the fore, e.g.  Stuxnet. Examples of third parties are 

partner organisations, suppliers, competitors, customers and potential customers, 

staff, shareholders, other parties within range, regulators and government or society. 

Some are part of the organisation but suffer impacts or have objectives as 

independent parties, e.g. staff. 
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Figure 9: Cybersecurity objectives. Green (measurable in monetary terms), red (non-monetary). 

3.2 Preference modelling 

From the previous list of cybersecurity objectives, the incumbent stakeholders could choose 

the relevant ones. Then, we need a procedure to model stakeholder preferences and risk 

preferences. For this, we use the classic concepts of measurable multi-attribute value 

function (Dyer and Sarin, 1979) and relative risk aversion (Dyer and Sarin, 1982). 

 

The basic approach consists of three steps: 

 

Multi-attribute preferences 

A practical assumption, feasible regarding our cybersecurity objectives, is additive 

independence, which implies that stakeholders attitude to risk on each of the attributes c1, 

c2, …, cq does not depend on the other attributes. In this case the utility function is 

𝑢(𝑐) = ∑ 𝑘𝑖𝑢𝑖(𝑐𝑖)

𝑞

𝑖=1

, 
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where ki is the weight for the attribute i. This weight is generated from the preference 

elicitation method, in which stakeholders select between a combination of attributes and 

another. For example, selecting between loosing € 10.000 or having the salaries of all the 

employees available on the Internet. 

 

Risk attitude 

There are three general attitudes to risk. A risk prone attitude prefers to take risks in order 

to have more gains. Mathematically, its utility function is convex. A risk averse attitude 

prefers to avoid risk in order to ensure her gains. Its utility function is concave. A risk neutral 

attitude has no strong preference between avoiding or taking the risk. Its utility function is 

linear. People might have different attitudes for different things (e.g., risk prone financially 

and risk averse in health) or even the same thing at different magnitudes (e.g., risk prone 

when risking less than € 100.000 and risk averse when risking bigger quantities). This last 

example is connected with the concept of local risk aversion, whose value is non-negative 

with risk aversion and non-positive with risk proneness. 

 

Based on that, a simple but very useful form of utility function arises when the relative risk 

aversion is set to a constant, in which case we have constant absolute risk aversion, which 

can take the form 

𝑢(𝑐) = 1 − exp(−𝑝𝑐) 

Note that utility functions may exhibit many shapes other than concave, convex or linear. 

Many empirical studies have suggested that individuals' utility for money passes through 

regions of convexity and concavity as the sums involved increase, with risk proneness 

changing to risk aversion. Furthermore, an individual's utility for money and her risk attitude 

is undoubtedly related to her total assets. Thus, in assessing utility, it is usual to integrate 

monetary outcomes into the final level of wealth. 

 

Modelling risk attitude with multi-attribute preferences 

The next step is to combine (1) the multi-attribute utilities for independent attributes with 

(2) constant absolute risk aversion utilities. If the attributes are utility-independent and 

compatible with an additive utility function, then the utility function must have one of the 

following forms: 

𝑢(𝑐) = 1 − exp(−𝜌∑𝑢𝑖(𝑐𝑖)),      𝜌 > 0. 

𝑢(𝑐) = ∑𝑢𝑖(𝑐𝑖). 

𝑢(𝑐) = 1 + exp(𝜌∑𝑢𝑖(𝑐𝑖)),      𝜌 > 0 ; 

 

This is the approach that we shall follow in CYBECO to facilitate modeling the Defender’s 

preferences, as it is not overly demanding cognitively and it is relatively general in its 

assumptions. 
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4 Algorithms  

Our main model, introduced in Appendix 2 and detailed and illustrated in Appendix 1 with a 

case study, is based on adversarial risk analysis (ARA), essentially going through a phase of 

simulation to forecast the attacker actions and then use the corresponding probabilities to 

find the optimal defences. We described the defend-attack and the defend-attack-defend 

cases but these interactions between the cyber defender and the cyber attacker could be 

more general. In order to facilitate computations, we have introduced two computational 

enhancements.   

The first one (Appendix 4) refers to computing the ARA solutions when there are generic 

interactions between a cyber-defender and a cyber-attacker. We provide an algorithm that 

facilitates the computations providing the steps required to undertake such task.  In his 

landmark paper, Shachter (1986) proposed extending the computation of optimal decision 

policies in influence diagrams to the multi-agent case as a fundamental problem. We thus 

consider general adversarial problems between two agents, allowing for complex 

interactions consisting of intermingled sequential and simultaneous movements, spanning 

across the corresponding planning period. Our aim is to support the defender in her decision-

making, for which we need to forecast the attacker's intentions. We assume that the attacker 

is an expected utility maximizer and we can predict his actions by finding his maximum 

expected utility policy. The uncertainty in our assessments about the attacker's probabilities 

and utilities propagates to his random optimal decision, which provides the required attack 

forecast. We provide an ARA framework to solve general bi-agent adversarial problems using 

BAIDs ability to model complex interactions, taking advantage of the concept of strategic 

relevance (Koller and Milch, 2003), yet relaxing the common knowledge assumptions through 

the ARA methodology. 

The basic structures that we deal with essentially consist of coupled influence diagrams, one 

for the defender and one for the attacker, possibly with shared uncertainty nodes and some 

links between the attacker's and the defender's decision nodes. We designate them BAIDs.  

In them, as stated above, we observe several decision (square), chance (circle) and utility 

(hexagon) nodes, corresponding to the defender (white) and the attacker (grey) problems, 

respectively. Striped nodes represent common chance nodes, in the sense that such 

uncertainties are relevant in both agents' decision-making. However, they may entertain 

different probability models over such nodes, which will not be common knowledge. Besides, 

when an agent's action or a random event is observed prior to a decision, there is a dashed 

arrow pointing to the decision node of the observing agent. We shall not be able, though, to 

deal with all BAIDs conceivable as the mere junction of two IDs (one for the defender, one 

for the attacker) with several shared chance nodes and arrows linking their decision nodes. 

To ensure consistency between the informational structure and the ordering of the decision 

makers' analysis, we draw terminology from Shachter (1986), extending it to the bi-agent 

case. In our setting, a proper BAID will be an acyclic directed graph over decision, chance 

and utility nodes, where chance nodes can be shared by both agents, such that, from each 
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decision maker's perspective, it is a proper ID. Essentially, we require that if two decisions 

are simultaneous, there is no directed path between them. 

From an algorithmic point of view, given the sequentially of the problem, with alternation 

of simultaneous and sequential decisions, we shall solve it stepwise, scheduling optimization 

stages from the defender's problem and simulation stages from the attacker's problem, to 

get the required distributions in the defender's problem. We could think of tackling first all 

the simulation stages and then the optimization ones, but switching between both problems 

allows us to better apportion uncertainty around the defender's optimal decisions, as 

suggested in Merrick and Parnell (2011). In this manner, we can better assess the defender's 

distributions over the attacker's probabilities for her decisions, in line with Fermitisation 

strategies in structured expert judgement methodologies, see Tetlock and Gardner (2015). 

Then, essentially, the proposed approach solves as many D steps as possible with standard 

ID reduction operations, until some assessment from the attacker is required to solve another 

D step. Then, as few steps from problem A are solved, with ID reduction operations modified 

to take into account the uncertainty about the attacker's utilities and probabilities, until the 

required attacker's assessment is obtained. At this point we jump back to the defender's 

problem, and proceed as above until all the defender's decision nodes have been reduced. 

Deciding when to jump from problem the cyber defender problem to the cyber attacker 

problem, and backwards, is relatively simple to perform by hand, but can be messy from an 

algorithmic point of view. We facilitate this through the use of the relevance and component 

graphs, described in Koller and Milch (2003): using the topological ordering induced by the 

component graph, as well as the decision sequences for each agent, we may design a 

systematic approach to computing optimal cyber risk management strategies.  

The second computational enhancement (Appendix 5) is in the realm of algorithmic game 

theory, Nisan et al (2007), in that we aim at providing algorithms to approximate solutions 

to game theoretic problems, within the ARA approach. The key contribution is to avoid the 

two step ARA procedure and accelerate computation. As a by-product, we also provide APS 

approaches to approximate standard Nash equilibria solutions. Therefore, we explore how 

augmented probability simulation (APS) may be used to compute game theoretic solutions. 

APS is a powerful simulation based methodology used to approximate optimal solutions in 

decision analytic problems, see Bielza et al (1999). We start by defining an augmented 

distribution proportional to the product of the utility and the original distribution and, then, 

come out with a method to simulate from the augmented distribution. The mode of the 

marginal in the decision of the augmented distribution coincides with the optimal decision. 

Note that Monte Carlo (MC) simulation at large, and APS in particular, is not frequently 

mentioned in the computational game theory literature. Moreover, most of the emphasis in 

the ARA literature has been on foundational issues with little emphasis on computational 

challenges in complex problems as we may have to face in cybersecurity risk management. 

Therefore, we provide a complete outline of the role of APS for game theoretic 

computations.  
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APS is based on treating the decision variables as random and converting the optimization 

problem into a simulation one in the joint space of both decision variables and random 

variables. Simulating from the augmented distribution of decision and states simultaneously 

solves for the expectation of the objective function and optimization problem: the marginal 

mode over the decision variable provides the optimal decision. The strategy is very general 

in that it can accommodate arbitrary probability models and non-negative utility functions. 

We provide two APS approaches to approximating game theoretic solutions for the sequential 

defend-attack problem, under common knowledge. The first approach involves running one 

long chain on all decision variables and uncertain variables, whereas the second uses the 

idea of a nested APS framework similar to folding back a tree. If the game theoretic solution 

is not robust, we need to address the issue. One way forward is to perform an ARA approach. 

For this, we weaken the common knowledge assumption.  Again, we introduce two 

approaches based on running a long chain and a nested approach. 
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5 Software implementation of the risk analysis models 

We have implemented the case study in the paper ‘An Adversarial Risk Analysis Framework 

for Cybersecurity’ (Appendix 1) in the open source software R, as well as a version in which 

we may vary the involved parameters. Basically, it consists of the following elements: 

1. Definition of R functions that model the different assessments over the organisation’s 

non-strategic beliefs and preferences (defender problem) as well as the random 

beliefs and preferences for the attacker (attacker problem). We also include the 

different decisions as variables. 

2. Definition of the inputs and outputs of these R functions so that they reflect the 

conditionality expressed in the influence diagrams. This way, we are able to calculate 

the probabilities for the different events and values modelled in the R functions. 

3. Implementation of the algorithms to calculate the random optimal decision of the 

attacker (solution of the attacker problem) and obtain the security control and 

insurance portfolio that maximises expected utility (solution of the defender 

problem). These require the probability calculations mentioned in item 2. 

Additionally, an important parameter in these algorithms is the number of simulation 

iterations. 

All of this is coded in several R scripts that generate tables with the relevant risk analysis 

information of the case. Annex 6 provides a skeleton of the scripts and some examples of 

the code. 

The CYBECO Toolbox of WP4 will provide a set of risk analysis templates based on these 

scripts. From the software implementation point of view, we have defined three ways of 

implementing the risk analysis cases. Specifically: 

1. A risk analysis template that stores the analysis results in the Toolbox. In this case, 

we run the R scripts to generate tables that will be stored in the Toolbox, so that it 

is not necessary to run a simulation in R saving computational resources and time. 

The downside of this approach is that it is only useful for simple risk analysis or for 

consulting pre-calculated information. 

2. A risk analysis template that performs simple calculations in the Toolbox. In this case, 

there is no interaction with the R scripts. The downside is that this approach is only 

useful for simple risk analysis. 

3. A risk analysis template that interacts with R. In this case, the Toolbox provides input 

parameters to R, and R runs the risk analysis script for a specific number of simulation 

iterations. Once the simulation finishes, R provides its output to the Toolbox. This 

allows for a more granular risk analysis but may require computational resources and 

time. 
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6 The road ahead 

This deliverable has presented the initial CYBECO modelling framework for cybersecurity 

risk management. We have been able to move beyond current cybersecurity risk 

management frameworks in the following directions: 

 Unlike most of them, which are essentially based on risk matrices, we focus on 

detailed and careful analysis of likelihoods and multiple impacts of cyber threats, 

going beyond oversimplified ordinal models which may lead to inferior decisions. 

 Unlike most of them, we are capable of taking into account the intentionality of some 

of the cyber threats, using the framework of adversarial risk analysis, combined with 

other risk analysis models. 

 We incorporate various references to cyber insurance as a part of a cyber risk 

management strategy. 

 We include behavioural aspects of cyber risk managers, including preferences and 

attitudes towards risk, through the utility functions included.  

 We outline how to cope with eventual lack of data through structured expert 

judgement approaches. 

Based on the use cases introduced in WP 4, we have presented graphically and analytically 

three models referring, respectively to, 

1. the cyber insurance needs of an insurance company introducing cyber insurance 

products, 

2. the decision of an insurance company to grant or not a cyber insurance product to a 

potential client, and 

3. the decision of a company about its security resource allocation, including an 

eventual cyber insurance product. 

This last one is the main and core model on which we have focused, both in methodology 

and applications, including a case that may be used as a template for more complex cases.  

Our approach, no doubt, entails more work than traditional cyber risk management 

approaches, however in many organisations the economical, environmental, political,… 

stakes  at play are so large at that it such additional effort would be worth being 

implemented. 

To facilitate application, we proceed in three directions. The first one refers to providing a 

generic cybersecurity preference model, based on identifying a set of generic cybersecurity 

objectives from a defender perspective, from which a risk manager may choose, as well as 

generic utility function which covers the above objectives (and caters for risk attitudes). 

The second one refers to developing the CYBECO Toolbox (Work package 5), for which we 

provide a high level description of the models to be implemented, the inputs required and 
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the outputs produced.  The third one sketches computational strategies that might alleviate 

the proposed initial computational scheme. 

The core of this document has aimed at describing in an accessible manner the above 

developments, which are detailed in the enclosed technical appendices: 

 

1. The cybersecurity resource allocation model, including a template case study. 

2. The cyber insurance models developed. 

3. The general cybersecurity preference model. 

4. An algorithmic approach for general cyber defend-attack interactions. 

5. An augmented probability simulation approach for large problems.  

6. An outline on how the above may be implemented in the CYBECO toolbox. 

 

The above framework will be revised, enhanced and completed on the second year of the 

project based on the behavioural experiments (Work package 6);  the cyber insurance policy 

issues and gaps identified (Work package 7); the initial experiences with the CYBECO toolbox 

(Work package 5)  and the case studies proposed (Work package 4). Work that we envision 

includes: 

 A generic preference model for cyber attackers. 

 An efficient robust computational approach to adversarial risk analysis that would 

benefit the CYBECO framework. 

 Detailed analysis of models ii) and iii) with the corresponding template case studies. 

 An analysis of all the case studies developed in WP 4. 

 Suggestions for cyber insurance product design. 
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Acronyms and Abbreviations 

GDP Gross Domestic Product 

ICT Information and Communication Technologies 

IT Information Technologies 

ID Influence diagram 

BAID Bi-agent Influence Diagram 

MAID Multi-agent Influence Diagram 

ARA Adversarial Risk Analysis 

APS Augmented Probability Simulation 

MC Monte Carlo Simulation 

MCMC Markov Chain Monte Carlo Simulation 

WP Work Package 

SME Small and Medium Enterprise 

DDoS Distributed Denial of Service 
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Annexes 

We provide the following annexes: 

 Annex 1: Paper ‘An Adversarial Risk Analysis Framework for Cybersecurity’ 

 Annex 2: Paper ‘Some Decision Problems in Cyber Insurance Economics’ 

 Annex 3: Paper ‘A generic preference model for cyber security defenders’ 

 Annex 4: Paper ‘Adversarial Risk Analysis for Bi-agent influence diagrams: An 

algorithmic approach’ 

 Annex 5: Paper ‘Augmented simulation methods for game theoretic problems’ 

 Annex 6: Skeleton and examples of the R Routines 
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